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Figure 1: Representative images of the X-ray vision metaphors evaluated in the experiment. (a) Control: a standard overlay that
always displays the virtual target at the correct depth, regardless of whether it would be occluded by the physical environment. (b)
Visible Mesh: a grid mesh layer that partially occludes the virtual target if it is behind the wall. (c) Invisible Mesh: an invisible grid
mesh structure that becomes visible only when the virtual target is behind the wall. (d) Tramlines: a pair of linear perspective lines
that are attached to the ground. (e) Virtual Window: a virtual 3D model that simulates a real window. Note that the spherical target
object is floating in the mid-air and placed at different distances in each image. In (a), (c), and (d), the target is positioned behind the
wall, while in (b) and (e), the target is placed in front of the wall.

ABSTRACT

This paper investigates the influence of X-ray vision metaphors on
distance estimation in optical-see-through augmented reality (AR)
in action space. A within-subjects study (N = 30) was conducted to
evaluate depth judgments across five conditions, including a novel
”“invisible mesh” technique. Participants performed a series of
blind walking tasks that required estimating the depth of AR objects
displayed at multiple distance ranges in front or behind a physi-
cal occluding surface. Although quantitative results regarding the
impact of different X-ray vision metaphors on distance perception
were inconclusive, participant feedback revealed a diversity of strate-
gies and preferences. Overall, the findings suggest that no single
metaphor was considered universally superior, and multiple X-ray
vision metaphors may be suitable for different users and situations.
This research contributes to understanding of X-ray vision tech-
niques and informs the design considerations for AR systems aiming
to augment enhance depth perception and user experience.

Index Terms: Human-centered computing—Human computer
interaction (HCI)—Interaction paradigms—Mixed / augmented re-
ality; Computing methodologies—Computer graphics—Graphics
systems and interfaces—Mixed / augmented reality;

1 INTRODUCTION

Augmented reality (AR) technologies can enrich our perception of
the real world by overlaying it with computer-generated content.
This fusion of digital information with the user’s environment hap-
pens in real-time, permitting simultaneous interaction with both
the real world and the synthesized data. AR technologies can be
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broadly categorized as either Optical See-Through (OST) and Video
See-Through (VST) displays. An AR head-mounted display can
be classified as either Optical See-Through (OST) or Video See-
Through (VST). VST displays utilize cameras to capture and super-
impose computer-generated content onto images of the real world.
Subsequently, the synthesized image is viewed by the user. Con-
versely, OST displays employ semi-transparent mirrors to project
computer-generated content directly into the user’s eyes, allowing
for a direct view of the real environment [63]. VST displays have the
advantage of handling the real world as images, which enables exten-
sive manipulation through image processing techniques. However,
they are hindered by issues such as latency, distortion, and battery
life [1]. However, OST displays allow users to directly observe
the real world without the resolution downsampling and artificial
latency from cameras [62, 63]. Although both technologies are po-
tentially useful, this paper specifically focuses on the higher-fidelity
AR capabilities provided by OST displays.

One of the fascinating features provided by AR is “X-ray vision”,
which refers to the ability to see hidden information through physical
barriers - a trait often associated with superheroes [70]. However, a
naive approach of merely overlaying AR content onto the real world
may create incorrect occlusion cues. Ideally, an object closer to the
observer should hide the one behind it, but without proper occlusion
handling, virtual content may seem to float above the real surface
(see Figure 1(a)). This creates an illusion of the virtual content being
closer than the actual surface, resulting in ambiguity in the perceived
distance from the observer to the virtual content [67].

Various studies have explored visual solutions to address occlu-
sion issues in AR [4,6,7,23,29,46,58,72]. In particular, Gruenefeld
et al. conducted an extensive user study that compared different
solutions in the same experimental setting, specifically focusing
on depth perception with OST displays using blind walking [29].
Nevertheless, only a few papers have conducted an extensive user
study to compare different solutions in the same experimental set-
ting, specifically focusing on depth perception with OST AR. In
particular, Martin-Gomez et al. evaluated multiple X-ray vision
techniques and compared users’ performance on OST and VST



displays within personal space in a medical setting [52], and Gruene-
feld et al. performed an evaluation using blind walking with a
Microsoft HoloLens v1 [29]. However, their methodology devi-
ated from traditional blind walking protocols. Usually, participants
are required to walk towards the target without any feedback on
their performance (e.g., [3, 14, 28, 43, 67, 68]). However, in the lat-
ter study, participants were provided with feedback that allowed
them to make adjustments, and the distance between the wall and
the participant was explicitly provided. Finally, the study used a
HoloLens v1, which has a lower field-of-view (FOV) compared to
state-of-the-art OST displays, which may significantly affect depth
perception [11, 41, 53, 71]. While the HoloLens v1 used in their
study was a state-of-the-art OST device at that time, it has a lower
field-of-view (FOV) compared to current OST displays, potentially
impacting depth perception [11,41,53,71]. Therefore, there is a need
for more systematic experiments that can compare AR occlusion
techniques and improve scientific understanding of their effects on
depth perception in action space.

In this paper, we introduce a novel AR occlusion visualization
technique called “invisible mesh.” Additionally, we describe a user
study that evaluated the effects of four X-ray vision metaphors, along
with a control condition, on distance judgments in OST AR using a
HoloLens v2. The visual metaphors in this work incorporate or were
inspired by depth cues that provide depth information; visualizations
that explicitly label the depth of objects were not considered. Depth
perception, a crucial element of interaction and decision-making in
3D environments, was evaluated using a blind walking task without
feedback. The study was conducted in a controlled lab setting with a
single layer of a physical barrier and one virtual object at a time. The
evaluation examines the accuracy of egocentric distance judgment
in action space, the range of medium-field distances in which users
are most likely to interact with occluding objects.

2 RELATED WORK

Depth perception, which is critical for humans in navigating and
interacting with their environment, has traditionally been considered
as an inference of the spatial layout from a set of depth cues. This
inference is necessary because the 3D information of the environ-
ment is projected onto the 2D retinal images in our eyes, causing a
loss of depth information [15, 27]. Many mixed reality experts have
adopted this viewpoint [11, 33–35, 37, 67, 68]. Cutting and Vishton
divided the environment into three regions, including personal space,
which is within and slightly beyond arm’s reach; action space, which
is the space where individuals publicly interact; and vista space,
which encompasses anything beyond the action space [15]. Gibson
suggested that depth perception is closely tied to the perception
of continuous ground texture [27]. Building on this, Adams et al.
investigated the impact of shadows and ground contact on depth per-
ception [1, 2]. Research over several decades has demonstrated that
absolute egocentric distances tend to be underestimated in virtual
environments [1, 47, 67]. Although various factors, including past
experiences, field-of-view (FOV), and weight of the head-mounted
display (HMD), are known to influence depth perception, the under-
lying cause of distance underestimation in virtual and augmented
reality remains an open research question [13].

2.1 Egocentric Distance Estimation Protocols

Because egocentric distance perception cannot be directly observed,
various methods have been developed to infer perceived distance
[12, 67]. Action-based protocols require the observer to perform
a physical action to indicate distance. They can be further sub-
categorized as open-loop methods (e.g., forced choice and visually
directed actions), where there is no feedback on distance estimation
accuracy during the task, and closed-loop methods (e.g., perceptual
matching) that do provide feedback [44, 67].

Verbal Report Verbal report is an open-loop method in which
observers directly communicate an estimated distance in units of
measurement to the experimenter. This method is often employed
due to its simplicity [1, 12, 29, 54, 67]. However, cognitive factors
like prior knowledge and anchoring effects can introduce biases,
making this method less reliant on pure perception [49, 57].

Forced Choice In the forced choice protocol, observers must
choose from a set of options that make statements about depth
judgments, such as whether one object is closer, equidistant, further
away, or within specific distance ranges [17, 20, 24, 45, 64]. This
open-loop method establishes an ordinal depth relationship among
objects [44]. However, it is not suitable for our study, which involves
only one layer of occlusion, as participants may too easily deduce
the depth relationship between the physical obstruction and a virtual
object after several trials.

Perceptual Matching In perceptual matching, observers adjust
the position of an object until they perceive it to be at the same
location as the reference object [16, 33, 44, 64, 67]. This method is
considered closed-loop because the observer can receive feedback
on the relative size of the object being adjusted [44].

Walking Protocols Blind walking is the action-based distance
judgment protocol most widely employed in virtual and augmented
reality research [3, 14, 28, 29, 37, 43, 54, 59, 67, 68]. In this method,
the observer initially views a target object and subsequently walks
without vision towards it, stopping when they believe they are at the
target’s location. Blind walking has been shown to be reliable for
estimating perceived distances of up to 20 meters [48, 49], and we
therefore employed this distance estimation protocol in our study.

Triangulation by walking is a similar technique that requires the
observer to walk along a path at an oblique angle to the target. After
stopping, the observer turns to face or walk towards the target, and
the distance and angle are then utilized to calculate the perceived
distance. Variations of visually directed walking exist that do not
strictly adhere to these constraints. For example, in imagined walk-
ing tasks, the observer imagines walking to the target, and a timer
stops when they believe that they would have reached the target.
Intriguingly, this method can yield accurate distance judgments [44]
and has been successfully utilized in perception research [60].

2.2 AR X-Ray Visualization Metaphors
In this subsection, we describe visualization metaphors that have
been proposed to address occlusion issues for AR X-ray vision.

Alpha Blending Alpha blending involves adjusting the alpha
channel of an occluding structure, thereby presenting occluded ob-
jects as they would appear behind a semi-transparent surface. This
method is intuitive and has been widely used, especially with VST
displays [23, 40, 44, 45, 50, 51] [8]. Purely image-based techniques
may also employ visual saliency factors such as environment il-
lumination [65], color [65, 72], material properties [72] and mo-
tion [56,65] to determine the blending equations. Conversely, model-
based techniques use geometric features to pinpoint essential regions
of the occluder [39]. Compared to uniform blending, these variants
retain more information from the occluding structure through con-
text analysis. However, alpha blending has limitations; transparency
diminishes the occlusion cue, and overlapping transparent surfaces
can cause depth ambiguity [24, 44]. Moreover, as it necessitates di-
rect manipulation of video images, it is impractical to implement on
OST displays which cannot modify the transparency of the physical
environment [44].

Virtual Window Also known as virtual hole or cutaway, the
virtual window metaphor generates a synthesized opening in the
occluding structure to reveal the occluded object. The human vi-
sual system often perceives a continuous surface as a singular en-
tity. Directly overlaying an occluded object disrupts this continuity,



making it appear to be in front even if it is actually behind the
surface [19, 44]. The virtual window resolves this by breaking the
real surface and conveying depth information through occlusion and
motion parallax [24, 44]. This virtual window metaphor initially
found widespread use in medical AR [5, 22, 66] [8] and has also
been explored in other contexts. Feiner and Seligmann explored a
set of algorithms for rendering cutaway effects [21]. Furmanski et al.
found that rendering an occluded object in a cutaway box enhanced
depth perception using forced choice [24]. Phillips et al. compared
four different window viewing conditions using a triangulation by
walking task [59]. Guo et al. built a dynamic virtual window that
can track the user’s position, movement, and eye gaze in real-time
and compared it with a traditional minimap in a target tagging game.
They found both virtual window and minimap were effective, and
the virtual window was more user-friendly for individuals without
gaming experience [30]. Liao et al. found cutaway leads to poor
performance when the user needs to see both the occluder and the
occluded object [42]. In our study, we implemented a virtual win-
dow frame on the surface of the occluder (see Figure 1(e)) to further
investigate its effectiveness relative to other techniques.

Tramlines Tramlines use linear perspective, an important depth
cue, to assist users in inferring an object’s distance [15, 27]. This
metaphor renders two parallel lines on the ground leading to the ob-
ject [44]. Bane and Höllerer introduced tramlines in their interactive
toolkit for AR X-ray vision [6], and Livingston et al. found that
tramlines are more effective in outdoor environments compared to
indoor ones [47]. Unlike other X-ray vision metaphors which mainly
offer ordinal depth cues, tramlines can provide metric depth cues
due to their continuous use of linear perspective. We were therefore
interested in investigating whether this continuous information can
improve depth judgments compared to other metaphors. Therefore,
we implemented a tramline condition in our study, drawing a pair
of parallel lines on the ground originating from the same point and
extending 11 meters into the distance (see Figure 1(d)).

Virtual Mask Previous X-ray vision study explored techniques
by adding a layer of mask on the surface of the occluder. Otsuki
et al. utilized a layer of random black dots, based on light pass-
ing through gaps on tree branches and random-dot stereograms, to
create a pseudo-transparency effect, allowing the front surface to
be perceived as transparent [55]. This technique relies on using
the random dot mask to help the observer reconcile the incongruity
between binocular disparity and occlusion cues, convincing them
that the virtual target is behind the surface. Ghasemi et al. further
investigated the effect of relative dot size and density on the impres-
sion of surface transparency [26]. Martin-Gomez et al. implemented
the virtual mask on both VST and OST displays along with several
X-ray vision techniques [52]. The results showed that the virtual
mask technique exhibited the lowest errors compared to other tech-
niques on both displays. Since techniques compared in their study
were initially designed for VST display, they did a second study
and proposed solutions to adapt those technique to OST display.
However, virtual mask did not benefit from their solutions.

Visible Mesh Edges are frequently employed as low-level fea-
tures to represent an object’s basic structure. Webster et al. de-
veloped a system that renders the occluded structure in wireframe
style [69]. Other researchers have employed edge detection on the
occluding structure to enhance ordinal depth perception between
occluding and occluded object [4, 38]. This partial-occluding effect
not only conveyed the correct ordinal depth relationship, but also pre-
served information about the occluder’s structure. Livingston et al.
proposed a simplified metaphor based on edge overlay, called virtual
wall, and compared it with five other X-ray vision techniques [46].
The virtual wall added a layer of synthesized edges over the occluded
object, and results showed this technique reduced depth estimation

Figure 2: A comparison of the invisible mesh X-ray vision metaphor
when the virtual target is displayed in front of the wall (left) and behind
the wall (right). Note that the targets have different colors because it
was selected randomly for each trial.

error. In our study, we adapted concepts from this technique in the
“visible mesh” condition by applying a grid mesh layer with a fixed
density over the surface of the occluder (see Figure 1(b)).

3 INVISIBLE MESH METAPHOR

To address the challenges of visualizing multiple overlapping sur-
faces, Interrante et al. introduced the concept of using sparse opaque
texture to enhance relative depth perception and convey shape of
a transparent surfaces [35]. Heinrich et al., drawing inspiration
from this work, implemented the texturing technique by rendering
a wireframe layer on top of the entire occluding surface [32]. They
compared this approach with other X-ray vision techniques, includ-
ing the virtual mask technique mentioned earlier, on a patient’s body
in projective AR. Results suggested that the errors in distance de-
viation for the virtual mask and texturing techniques were slightly
smaller than those for other techniques.

As discussed earlier, displaying too much information at once can
increase cognitive load and overwhelm observers. Edges preserve
basic structure, but rendering the entire edge structure of an occlud-
ing object could be distracting. To address this issue, we propose
the “invisible mesh” technique (see Figure 2), which was inspired
by Interrante et al. [35]. We adapted the grid mesh model from the
visible mesh metaphor described in section 2.2; however, the grid
can only be perceived in the area where it overlaps with the target
object and becomes completely invisible if there is no target object
positioned behind the occluding structure.

The invisible mesh technique aims to create the perception that
the occluding structure is a grid that obstructs visibility of the virtual
object in AR. We achieved this effect by adjusting the stencil buffer
to decide which area of the mesh needs not to be drawn and coloring
the grid mesh black, allowing it to blend seamlessly into the sur-
roundings. To achieve this effect, we first adjusted the stencil buffer
to determine which area of the mesh does not need to be drawn. We
set the virtual target to be rendered prior to the occluding structure
and enabled the stencil test for both objects. In the occluding struc-
ture’s shader, the stencil test only passed if it had the same reference
value as that of the target and we kept the value if it passed. The
logic of the stencil test may vary depending on the number of virtual
objects and the number of occluding layers. In the next step, we col-
ored the grid mesh black. Since black appears transparent and does
not add any additional light in an OST display, the visible portion of
the invisible mesh appears non-existent. Therefore, the mesh is not
visible itself, but its presence is perceived as it obstructsoccludes the
object behind it.



Figure 3: Photos of the physical environment setup used in the ex-
periment. (left) A participant sitting at the starting point, wearing the
HoloLens 2, and observing the virtual target object. (right) Virtual
objects were displayed in front or behind a curtain, which was moved
to the side by a motorized rail during the blind walking task.

4 EXPERIMENT

4.1 Study Design

In this experiment, participants performed a series of distance estima-
tion tasks using blind walking. The study used a 5x3 within-subjects
design with two independent variables:

• X-ray vision metaphor: Each participant experienced five con-
ditions, as shown in Figure 1, including: tramlines (TL), virtual
window (VW), visible mesh (VM), invisible mesh (IM), and a
control condition (C) in which no additional information was
displayed.

• Distance range: The target virtual object was positioned at three
distance ranges: near (3.0±0.5m), medium (5.5±0.5m), and far
(7.2±0.5m).

We carefully chose these distance ranges to ensure a balanced
placement of the virtual object in relation to the room, wall, and
participant. All of the ranges were utilized in each experiment, and
the target virtual object appeared randomly within one of the target
ranges for each trial. Each combination of factors was repeated twice,
resulting in a total of 30 experimental trials. Tasks with the same
X-ray vision metaphor were grouped into blocks to avoid context
switching between metaphors. We chose not to use discrete distances
because we were concerned that participants might figure out that
target distances were repeated after completing a few tasks, given the
large number of trials in the experiment. Several previous works also
employed a continuous distance range with random target distances
[36, 61]. We used a balanced Latin Square to counterbalance the
order of the metaphor blocks [9]. This design not only controls the
order of metaphor occurs, but also guarantees that each metaphor
precedes and follows every other metaphor an equal number of times.
In our study, the Latin Square resulted in 10 unique orders, each of
which was experienced by three participants. The study protocol
was approved by our university’s Institutional Review Board (IRB).

4.2 Participants

We recruited 30 participants (17 men and 13 women) from university
students and the general population. The participants were from
various age groups, but were all under 44 years old (20 participants
aged 18-24, 8 participants aged 25-34, and 2 participants aged 35-
44). All of them reported normal or corrected-to-normal vision. 27
participants had prior experience with with video games, and among
them, 13 had previously used an AR or VR headset.

4.3 Apparatus and Environment
We used a Microsoft HoloLens 2 for the study, which has a 52° diag-
onal field-of-view with 2048×1080 pixels of resolution per eye and
weighs 566g. We developed the AR application using Unity 2020.3
and the Microsoft Mixed Reality Toolkit 2.8. We connected the
HoloLens 2 to a wireless keyboard and a laptop to control the HMD
and collect some of the post-experiment questionnaire responses.

Figure 3 provides an overview of the experimental setup. The
study took place in a controlled lab space with a walkable length
of 8.7m. The room was illuminated by several ceiling lights that
remained stable and consistent throughout the study. The brightness
of the HoloLens 2 also remained consistent throughout the study.
We used a gray blackout fabric curtain as the occluding structure
controlled remotely using a motorized curtain rail. The curtain rail’s
noise while operating was less than 20 dB, which we believe neither
interfered with the study nor provided depth cues to the participants.
The curtain opened in a single direction and formed a flat surface
when fully expanded. A previous study conducted by Gains and
Kuhl also employed a movable obstacle in their direct blind walking
task [25]. We marked the starting point with duct tape at one end of
the room and placed a stool at that point. The curtain system was
placed 4.2 meters away from the starting location.

To refine our study protocol, we performed informal testing with
six volunteers; three provided suggestions on the properties of the
target and experimental setting, and four provided feedback on the
entire study, with one volunteer contributing to both aspects, to
assist in finalizing our study design. Based on feedback from the
initial testing, we opted for a sphere as the virtual target object.
The volunteers suggested that identifying the center of a sphere
was more intuitive compared to other shapes. We rendered all X-
ray visualizations in light gray, except for the invisible mesh. This
color was selected because it integrated unobtrusively with the fabric
curtain. To avoid using relative size as a depth cue, which can be
learned through experience, we randomized the size of the target
object in each trial. Comments during pilot testing indicated that
a singular size range made the target appear noticeably smaller at
further distances. Consequently, we established distinct size ranges
for each distance: for near distances, the radius was between 0.25
and 0.4m; for middle distances, between 0.35 and 0.5m; and for far
distances, between 0.45 and 0.6m. This ensured that targets appeared
roughly consistent in size across all distances. Additionally, the color
of the target was randomized for each trial.

4.4 Task and Procedure
At the beginning of the study, the experimenter instructed the par-
ticipant to sit on the stool and explained the task and procedure.
Participants were required to remain seated throughout the experi-
ment, except during the blind walking phase. However, they were
allowed to make exploratory movements while seated, such as lean-
ing side-to-side to adjust their viewing angle to the target.

The experimenter initiated the AR application on a laptop using
the HoloLens Device Portal. Once the application was running, the
participant performed a measurement task to determine the ground
height in the device’s coordinate system. The participant initially
scanned the surroundings to ensure the spatial awareness mesh en-
compassed the entire area. Following this, the participant gazed
at the floor while keeping their head relatively upright. The AR
application projected a ray from the participant’s eyes to the ground.
Once the participant confirmed that the ray did not intersect with any
obstacles, the experimenter recorded the point where the ray met
the ground, which indicated the ground height. We then positioned
a cube 2 meters in front of the participant. If the cube appeared to
rest on the floor without floating or sinking, the ground height was
measured accurately. Otherwise, this procedure could be repeated.

Previous research has indicated that participants may be initially
hesitant to walk without vision in unfamiliar surroundings [37].



Therefore, we included three practice trials before the experimen-
tal trials. These practice tasks followed the same blind walking
procedure, except that no X-ray vision metaphors were presented.

In each experimental trial, participants observed a virtual object
displayed at eye level along with an X-ray vision metaphor. They
were instructed to estimate the distance to the center of the object
without any explicit time constraints. When ready, the participant
informed the experimenter and closed their eyes. After three seconds,
the AR content vanished and the motorized rail began to move the
curtain. The participant then remained seated for 22 seconds until the
pathway was clear and a voice prompt instructed them to commence
blind walking. As the participant began walking with their eyes
closed, the experimenter closely monitored them prevent accidental
collisions. If the participant opened their eyes before completing
the walking task, a warning message would be displayed. When the
participant believed they had reached the location of the target, they
stopped walking and notified the experimenter. The position data
was then recorded by the AR application.

After completing the blind walking task, the participant was
instructed to keep their eyes closed, and the experimenter guided
them back to the starting position, following a zig-zag path to avoid
providing feedback about the distance traveled. During the return
walk, the motorized curtain began moving the curtain back to its
original configuration. Upon reaching the starting position, the
experimenter tapped the stool to audibly signal its location to the
participant. The participant was instructed to open their eyes once
they were seated and the curtain was fully closed.

This procedure was consistent across all trials. The participant
completed questionnaires after each 6-trial block for each X-ray
vision metaphor and at the conclusion of the experiment, as detailed
in section 4.5. The experiment lasted approximately 75 minutes,
with the participant wearing the AR headset for about 65 minutes.

4.5 Measures
Depth Judgments For each trial, we subtracted the partic-

ipant’s final position from their starting point using the HMD’s
tracking data as the judged distance. First, we calculated the signed
error of perceived depth using equation 1.

Signed Error = Judged Distance−Target Distance (1)

We also examined the relative error, calculated by equation 2.
This approach allowed us to gain insight into the depth judgment
tendencies, regardless of changes in distances.

Signed Relative Error =
(Judged Distance−Target Distance)

Target Distance
(2)

Observation Time The duration of observation was determined
by the point at which the participant felt confident about their depth
estimation. This observation time, defined as the interval between the
onset of the trial and eye closure, was systematically recorded. The
observation time might be considered an objective indicator of the
system’s usability and intuitiveness. If an X-ray vision metaphor is
intuitive and easy to understand, then participants would likely need
to spend less time observing the scene to make depth judgments.

Questionnaire Responses After each block, the participant
completed the System Usability Scale questionnaire (SUS) [10],
the NASA Task Load Index questionnaire (TLX) [31], and rated
their confidence on a scale of 1=not confident at all to 7=extremely
confident. After the experiment, the participant filled out a demo-
graphic questionnaire and a feedback questionnaire. The feedback
questionnaire contained the four open-ended questions listed below,
presented along with screenshots of each X-ray vision metaphor to
provide visual aids for answering the first two questions.

• Were there any features you noticed that helped you complete
the task?

• Were there any features you noticed that hindered you from
completing the task?

• Were there any strategies that helped you complete the task?
• Do you have any suggestions for improvement or anything else

you’d like to tell us?

4.6 Hypotheses
In this study, we investigated the following research questions re-
garding the effects of X-ray vision metaphors.
How do X-ray vision metaphors influence depth judgments compared
to the control condition?
We hypothesized that all four X-ray vision metaphors would help
participants make more accurate depth judgments compared to the
C (control) condition, measured using either signed error or rela-
tive error. Based on prior research, we would also expect depth
judgments to become less accurate as distance increases, and we
were interested in exploring the potential interaction effects between
X-ray vision metaphors and object distance ranges [18, 36].
Do the mesh-based techniques support better depth judgments than
the other two X-ray vision metaphors?
The VM and IM metaphors produce motion parallax when displayed
in front of a virtual object, which can be a useful depth cue for
judging distances of targets behind the wall. In contrast, the TL
metaphor provides linear perspective depth cues, while the VW
primarily relies on occlusion. Therefore, we were interested in
comparing depth judgments in the mesh-based conditions to the
other two metaphors.

Various sources of information about layout metrically reinforce
and contrast with each other, forming a powerful network of con-
straints [15]. Although each metaphor provides multiple depth
cues, they may vary significantly in presentation and magnitude.
In the VM (visible mesh) and VW (virtual window) conditions, as
well as the IM (invisible mesh) condition when the object is posi-
tioned behind the wall, participants can leverage occlusion, which is
considered as the most powerful depth cues regardless of distance.
Nevertheless, in the VW condition, participants usually need to
make exploratory movements and adjust their perspective to observe
whether the target is occluded by the virtual window. In the VM
and IM conditions, the grid mesh directly overlays the target, which
could produce greater motion parallax compared to VW and TL
(tramlines). TL provides additional linear perspective cues, which
involve the combination of multiple sources of information such as
texture gradient. Given the substantial differences in depth cues, we
were particularly interested in comparing distance judgments in the
mesh-based conditions to the other two metaphors.
Are depth judgments underestimated in VM compared to IM?
The VM provides a virtual frame of reference, while the IM is
more naturally integrated with the physical obstruction. Because
distance judgments tend to be generally underestimated in AR/VR
environments, we the presence of an underestimated virtual mesh
could further compress the perceived distance of the target. We
therefore hypothesized that the perceived depth of targets may be
shorter in the VM condition compared to the IM condition.
How do X-ray vision metaphors influence the observation time
needed for depth judgments?
The VM, IM, and VW metaphors exploit depth cues generated
by head movement. We therefore speculated that when using
these metaphors, participants would need more time to observe the
changes in the visualization before making depth judgments com-
pared to the TL and control conditions, both of which rely on visual
cues that are instantaneously visible without head motion. The VM,
IM, and VW metaphors partially exploit motion parallax to different
extents, which are generated by head movement, while TL provides
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Figure 4: Box plots of signed depth judgment error for each five X-ray vision metaphors (control, visible mesh, invisible mesh, tramlines, and
virtual window) under three distance ranges (near, medium, and far).

additional linear perspective cues that provide continuous depth in-
formation without motion. We speculated that when using these
metaphors, participants would need more time to observe before
making depth judgments compared to the TL metaphor. Conversely,
since the C condition itself does not offer any additional information
beyond the real environment, we hypothesized that observation time
would be the longest.
How do X-ray vision metaphors compare in terms of usability and
subjective workload?
We expected that the four X-ray vision metaphors would have more
favorable subjective ratings of usability and workload compared to
the control condition that provided no visual augmentation to help
participants resolve conflicting depth cues between the virtual target
and physical occluding surface. Additionally, we hypothesized that
the VM and IM metaphors would be preferred over the VW, which
also relies on depth cues generated by head motion, but with less
visual information to use as a reference for distance judgments. We
expected that the C condition would receive the least favorable rat-
ings among the five conditions in terms of usability and workload
because it did not provide any visual augmentation to assist partici-
pants in resolving conflicting depth cues between the virtual target
and the physical occluding surface. Additionally, we hypothesized
that participants would prefer the seamlessly integrated invisible
mesh over the more obtrusive visible grid mesh.

5 RESULTS

Shapiro-Wilk tests of normality were conducted for all variables.
When significant violations were found, non-parametric analyses
were used, and descriptive statistics are reported using median and
interquartile range. Otherwise, the data were analyzed using a
repeated-measures analysis of variance (ANOVA). All statistical
analyses used a significance value of α = .05, except for post-hoc
tests that were adjusted for multiple comparisons.

During preliminary analysis of signed distance errors, we identi-
fied one outlier which deviated more than two standard deviations
(−2.10m) from the mean. Further examinations of this participant’s
data revealed that the walking distances for approximately half of
the sessions were extremely short, regardless of the target’s position.
This was particularly prevalent during the second half of the session,
suggesting that participant stopped following the instructions. sug-
gested that it was unreliable because the participant did not follow
the instructions. We therefore omitted this outlier from the analyses
and report results from the remaining 29 participants. After exclu-
sion, we had 5×3×2×29 = 870 data points in total. We averaged

Table 1: Signed error results for all distance/metaphor combinations,
showing the M (top) and SD (bottom) in each row.

Condition
Distance (m) C VM IM TL VW

Near
-0.13 -0.06 -0.05 -0.03 -0.08
0.45 0.68 0.46 0.56 0.57

Medium
-0.72 -0.35 -0.44 -0.67 -0.43
0.74 0.79 0.74 0.80 0.88

Far
-1.41 -1.10 -1.24 -1.25 -1.29
0.91 0.98 1.03 1.03 1.02

Overall
-0.75 -0.50 -0.58 -0.65 -0.60
0.57 0.71 0.67 0.69 0.72

the data points within the same distance range, resulting in only one
data point per distance range per condition for each participant. This
yielded a final count of 435 data points.

Signed Error of Depth Judgments Figure 4 shows the signed
error results for the three distance ranges in each of the five
x-ray vision metaphors. A 3x5 repeated-measures ANOVA re-
vealed significant differences among distance ranges, F(2,56) =
75.68, p < .001. Post-hoc tests using a Holm-Bonferroni adjust-
ment revealed differences between all comparisons between near
(M =−0.07,SE = 0.12), medium (M =−0.52,SE = 0.12), and far
(M =−1.26,SE = 0.12) distance ranges, all of which were signifi-
cant at p < .001. The main effect for X-ray vision metaphor was not
significant, F(4,112) = 1.50, p = .208, nor was there an interaction
effect, F(8,224) = 1.17, p = 0.32.

Relative Error of Depth Judgments Figure 5 shows the rel-
ative error results for the three distance ranges in each of the five
x-ray vision metaphors. A 3x5 repeated-measures ANOVA revealed
significant differences among distance ranges, F(2,56) = 34.20,
p < .001. Similar to the signed error results, post-hoc tests us-
ing a Holm-Bonferroni adjustment revealed differences between
all comparisons between near (M = −0.02,SE = 0.02), medium
(M =−0.09,SE = 0.02), and far (M =−0.17,SE = 0.02) distance
ranges, all of which were significant at p < .001. The main effect
for X-ray vision metaphor was not significant, F(4,112) = 1.14,
p = .34, nor was there an interaction effect, F(8,224) = 0.95,
p = .48.
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Figure 5: Box plots of relative depth judgment error for each five x-ray vision metaphors (control, visible mesh, invisible mesh, tramlines, and
virtual window) under three distance ranges (near, medium, and far).

Observation Time Shapiro-Wilk tests indicated possible viola-
tions of normality for nearly all observation times except those in the
control condition. Therefore, we analyzed these data using a Fried-
man test. The effects of X-ray vision metaphor was not significant,
(χ2(4) = 6.10, p = .19), and there was substantial variability in all
five conditions: C (Mdn = 11.87, IQR = 8.32), VW (Mdn = 13.71,
IQR = 9.42), TL (Mdn = 13.21, IQR = 9.67), VM (Mdn = 9.96,
IQR = 15.86), and IM (Mdn = 11.53, IQR = 9.35).

TLX Scores Shapiro-Wilk tests indicated possible violations
of normality for TLX overall workload. A Friedman test did not
reveal any significant differences between X-ray vision metaphors,
(χ2(4) = 8.19, p = .085). The overall workload scores in each
condition were: C (Mdn = 72.67, IQR = 13.38, VW (Mdn = 75.34,
IQR= 11.37), TL (Mdn= 74.40, IQR= 13.77), VM (Mdn= 73.37,
IQR = 12.67), and IM (Mdn = 71.04, IQR = 12.80).

SUS Ratings Shapiro-Wilk tests indicated possible violations
of normality for SUS ratings. A Friedman test did not reveal any
significant differences between X-ray vision metaphors, χ2(4) =
5.95, p = .20. The usability ratings in each condition were: C
(Mdn = 80.0, IQR = 17.5), VW (Mdn = 80.0, IQR = 12.5), TL
(Mdn = 80.0, IQR = 20.0), VM (Mdn = 80.0, IQR = 20.0), and
IM (Mdn = 77.5, IQR = 15.0).

Confidence Ratings Shapiro-Wilk tests indicated possible vio-
lations of normality for confidence ratings. A Friedman test did not
reveal any significant differences between X-ray vision metaphors,
χ2(4) = 5.99, p = .20. The confidence ratings in each condition
were: C (Mdn = 5.0, IQR = 1.0), VW (Mdn = 5.0, IQR = 1.0),
TL (Mdn = 5.0, IQR = 2.0), VM (Mdn = 5.0, IQR = 1.0), and IM
(Mdn = 5.0, IQR = 1.0).

6 DISCUSSION

6.1 Depth Judgments
Surprisingly, none of the X-ray vision metaphors significantly im-
proved depth judgements compared to the C condition. All five
conditions demonstrated underestimated depth, as evidenced by
relative error, which aligns with previous AR depth perception re-
search [1, 16, 33, 67]. However, the depth underestimation in the C
was not as severe as we had anticipated. On average, participants
in our study underestimated the distance by 12% in the C condition,
with a 16.1% underestimation behind the wall. Although this was
the highest magnitude of underestimation among the five conditions,
it was still within the expected range of about 15% for viewing
virtual objects on a HoloLens 2, as recent research suggests [1].

Table 2: Relative error results for all distance/metaphor combinations,
showing the M (top) and SD (bottom) in each row.

Condition

Distance C VM IM TL VW

Near
-0.04 -0.02 -0.02 -0.01 -0.03
0.15 0.21 0.15 0.18 0.19

Medium
-0.13 -0.07 -0.08 -0.12 -0.08
0.13 0.14 0.14 0.14 0.16

Far
-0.19 -0.15 -0.17 -0.17 -0.18
0.13 0.13 0.14 0.14 0.14

Overall
-0.12 -0.08 -0.09 -0.10 -0.09
0.11 0.14 0.13 0.13 0.14

Phillips encountered similar findings in his previous X-ray vision
research, wherein no significant differences were found when com-
paring virtual object viewing through an opaque wall and a real
or virtual window [58]. This relatively low underestimation rate
poses limitations to possible enhancements that can improve depth
judgment accuracy.

Overall, participants’ depth judgments in this experiment exhib-
ited greater variability than we expected. As shown in Figure 5,
the standard deviation of relative error indicated large variations for
each condition and distance combination, even at short distances.
Furthermore, overall depth judgment accuracy in both Tables 1 and 2
was consistently the worst in the C condition. Taken together, these
characteristics imply that future studies of X-ray vision metaphors
may need to more tightly control the distance estimation task, and
similarly complex experimental designs will likely require larger
sample sizes to achieve sufficient statistical power.

No statistical evidence was found to suggest that mesh-based tech-
niques were superior to non-mesh-based X-ray vision techniques.
We speculate that the directly overlaid mesh did not provide suffi-
cient additional assistance to enhance motion parallax during the
observation as we expected. However, we speculate that the motion
parallax generated during the observation may not have been suffi-
cient to influence depth judgments, and future studies may consider
adjusting the task to induce more side-to-side motion before blind
walking. Informal observation of Tables 1 and 2 show that the depth
judgment error of VM was slightly, but consistently, smaller than
that of IM, but these differences were too small to be statistically sig-
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Figure 6: Scatter plots of Actual Distance vs. Walking Distance
for all data points in Near, Medium, and Far distance ranges. The
green line represents the veridical walking performance, while the red
dotted line indicates the position of the wall. Note that as the target
distance increases, data points become more scattered, with many of
them falling below the green line, particularly in the third graph when
compared to the first two graphs. This figure shows all 870 data points

nificant. In general, the variability in depth judgment error between
four X-ray vision metaphors was relatively small. This suggests
that selecting an appropriate X-ray vision metaphor from among
the specific techniques evaluated in this study may be determined
based on the fit for a specific application or influenced by subjective
preferences.

As expected, the results showed that depth judgment error was
significantly influenced by object distance. Figure 6 displays the
relationship between actual target distance and blind walking dis-
tance for all data points in the three distance ranges. The green line
represents the veridical walking performance, while the red dotted
line indicates the position of the wall. Different colors are utilized to
represent various metaphors. By looking at the graph, it is obvious
that in the far distance range, participants tend to underestimate the
target distance in most of the trials. This graph further demonstrates
that as the target distance increases, there is a noticeable increase
in distance underestimation. This result might imply that partici-
pants had difficulty estimating the target distance when it was too
far away from the obstruction, particularly in the far distance range.
However, most current X-ray vision metaphors focus on an ordinal
judgment of whether the target is positioned in front of or behind
the obstruction. Future X-ray vision metaphors could provide more
cues or assist in improving depth judgment especially for distances
behind the wall. Unfortunately, no significant interactions between
X-ray vision metaphors and object distance ranges were found.

In summary, the absence of statistically significant differences
in depth judgment error should not be interpreted as evidence that
X-ray vision metaphors cannot not provide meaningful benefits, and
these data suggest the need for further investigation. The lack of
significance among conditions aligns with previous X-ray vision
studies conducted in personal space and medical settings, though
the techniques compared in studies were different [32, 52].

6.2 Observation Time
We had originally hypothesized that observation times would vary
significantly between X-ray vision metaphors. However, the results
did not support our expectations. Therefore, we are unable to draw
any conclusion about whether and to what extent TL helps expedite
observation. An analysis of the observation time data, supplemented
by the experimenter’s direct observations, suggests that the strategies
used for for distance judgments varied greatly between individuals.
Some participants were capable of making swift judgments, typ-
ically within a few seconds, particularly after completing several
trial blocks. However, other participants adopted a meticulous ap-
proach and consistently spent more time to make an accurate depth
judgment, regardless of the X-ray vision metaphor being used.

6.3 Qualitative Feedback
Although the subjective ratings from Confidence, SUS and TLX
questionnaires did not reveal significant effects, the qualitative feed-
back from participants provided valuable insights. As described
in section 4.5, participant feedback was collected concerning both
the metaphors and the experiment itself. In response to questions
concerning the extent to which metaphor features assisted or im-
peded task completion, participants offered a variety of insightful
comments.

Thirteen participants reported that the C condition failed to offer
any cues or benchmarks, which made it considerably difficult to
discern the target’s location. Four participants deemed the C condi-
tion the least effective of all metaphors. Interestingly, however, two
participants reported that the C condition was the most effective. For
example, one participant wrote that “it helped me recognize the real
location of the ball because it was just in the middle of the screen,
and no other things hindered or confused me.”

When discussing the C condition, thirteen participants found it
lacking cues or benchmarks to assist in distance judgment, with
four considering it the least effective. Interestingly, however, two
participants reported that the C condition was the most effective,
with one noting, “no other things hindered or confused me.”

Nineteen participants conveyed that the VM condition was a use-
ful reference for determining whether the target was situated in front
or behind the wall. One participant noted that, “You could easily tell
when the ball was in front of the net because the net was obscured by
the ball.” Four participants specifically cited the visible mesh as one
of the most beneficial metaphors. Some participants’ noteworthy
feedback included “it provided relative changes in the placement of
the object from trial to trial,” “it touched the ground, and I felt it
was very stable,” and “it was also helpful to be able to see another
virtual object to compare with – I felt like I could trust that more than
the wall.” However, some participants articulated concerns about
the target being partially occluded by the mesh, which they found
unhelpful. This feedback was illustrated by comments such as “the
mesh made the ball not clear and hindered me to recognize the real
distance between me and the ball,” “it was at times harder to see
the ball behind the wall,” and “the grid pattern helped to determine
if it was near or far but it seemed to be a distraction.”

Nineteen participants conveyed that the VM condition was a use-
ful reference for determining whether the target was situated in
front or behind the wall because it occluded the target. One partici-
pant mentioned feeling that the mesh was “very stable” because “it
touched the ground.” However, several participants articulated con-
cerns about the target being partially occluded by the mesh, which
they found unhelpful and distracting.

Feedback for the IM condition echoed that of the VM, but was
often more critical. Thirteen participants mentioned that the invisible
mesh complicated depth judgments, reflected in comments such as

“it had a mesh that was in the way and made it more difficult (to judge
the distance),” “it felt like the bars masked information and made
the sphere more difficult to parse in terms of distance,” and “the grid-



like mesh made completing the task trickier.” One participant even
commented on the design choice of the IM condition, observing that

“the mesh was a bit thick.” However, eight participants described the
IM condition as beneficial, with two of them identifying it as one of
the most useful metaphors.

Feedback for the IM condition echoed that of the VM but was
often more critical. Participants’ comments on the mesh included
“masked information,” “a bit thick,” “complicated the distance judge-
ment,” and made the observation task “trickier.” It appears that our
design of the invisible mesh confused some participants, as they
did not mention the thickness of the mesh in the VM condition. We
speculate that this may have occurred because the mesh was only
visible in the overlapped area. The limited visible region accentuated
the thickness of the mesh, creating an impression that the target was
segmented by a set of “bars” rather than being occluded by a layer
of mesh when participants did not move their bodies during observa-
tion. Future designs could address this issue by incorporating visual
effects that extend the visibility of the mesh. Additionally, future
designs should critically evaluate the thickness of the mesh rather
than strictly replicating the appearance of the VM. In this study, we
chose the latter approach to avoid introducing extra factors to our
study design. Despite these criticisms, eight participants described
the IM condition as beneficial, with two of them identifying it as
one of the most useful metaphors.

Twenty-one participants described the TL condition as advan-
tageous for making distance judgments, with seven participants
classifying it as one of the most helpful metaphors. They shared
comments such as “I could tell not only where the ball was relative
to the wall, but also how far it was away from me,” “it helped me feel
like I was guided to the ball,” and “they helped me walk in a straight
line to the sphere.” One participant provided an interesting descrip-
tion of TL, writing that “my perception of the space was grounded
with the floor, and I imagined I was walking in an airplane at night.”
Some participants expressed a negative view of TL, noting that “the
tracks were not level with the ground in the distance.” However,
others reported that this unnatural placement was actually helpful;
for example, “it helped to estimate distance, particularly in relative
proportions (feeling like it was halfway across after the wall)” and

“I really liked how it gave me a better idea how far the spheres were
past the curtain.”

Twenty-one participants described the TL condition as advan-
tageous for making distance judgments, with seven participants
classifying it as one of the most helpful metaphors. They shared
comments such as the line told them how far the target was away
from them, guided them to the target and helped them walk in a
straight line. Some participants expressed a negative view of TL,
noting that “the tracks were not level with the ground in the distance.”
They made this comment because the ground was blocked behind
the wall, and we did not provide any reference, causing the feeling
that the line was floating in the air. Although some participants
expressed the favor of this unnatural placement gave them “a better
idea of how far the spheres past the curtain,” future designs could
incorporate the visualization of ground behind the wall.

The VW condition was viewed as helpful by fifteen participants,
with eight participants labeling it as one of their most preferred
metaphors. These participants made remarks such as “This was
my favorite effect among the five. The window square gave me a
strong perception and spatial guidance of the spatial relationship of
me, the window square, and the ball. When blind walking, I could
fell that I was walking through the window if the ball was behind
the window, which helped me perceive the distance.” Other positive
comments included, “it seemed to match up with the wall,” and “it
was most helpful for me because it was like a window.” However,
some participants reported that the window interfered with their
observations, making it difficult to form judgments when the target
object was situated behind the wall. For instance, they commented,

“I just found the window very annoying to look at, it felt like it was
messing with my perception of distance when the ball was behind
the wall.” and “it hindered my ability to contrast the outline of the
sphere with the wall.”

The VW condition was viewed as helpful by fifteen participants,
with eight participants labeling it as one of their most preferred
metaphors. These participants made remarks such as “like a real
window,” “gave me a strong perception and spatial guidance of the
spatial relationship of me, the window square, and the ball,” and
“when blind walking, I could fell that I was walking through the
window.” Negative comments mainly focused on when target was
position behind the wall. For instance, participants commented the
window “hindered my ability to contrast the outline of the sphere
with the wall.” This feedback may suggest that some participants
did not consider the window as a reference on the surface of the wall
and thought it limited the observation area, somewhat contradicting
the positive comments.

The diversity of subjective feedback echoes the results of depth
judgment to some degree and reflects the wide range of strategies that
participants employed , each having different interpretations for each
metaphor. This suggests that there may not be a “one-size-fits-all”
X-ray vision metaphor that would be considered generally superior
for all potential users and situations. However, based on the feedback
from participants, we identify several important considerations for
the design of these techniques. For example, some participants
underscored the importance of the ground as a reference point during
observation, while others highlighted the stability of the visualization
when objects appeared to touch the ground. Furthermore, when
asked about their strategies for task completion, three participants
cited the use of an imaginary vertical line extending from the objects
to the ground as a basis for distance estimation. These insights
suggest that a stable reference point to the ground plane should be a
significant consideration when designing X-ray vision techniques.
Additionally, participants found a direct comparison of the occlusion
cues between the X-ray visualization and the virtual target object
useful for depth judgment. However, their responses also suggest
the need to consider the proportion of the virtual object that is being
occluded.

6.4 Limitations and Future Work

Although the experiment was carefully designed using best prac-
tices from the literature, we can identify several limitations and
methodological improvements for future work. In this study, we
relied on the HoloLens 2’s integrated Simultaneous Localization and
Mapping (SLAM) system. While overall, we did not detect any no-
ticeable instability of the system or inconsistency in the participants’
performance and data, it is possible that the HoloLens 2’s tracking
system could have negatively impacted the precision of the recorded
distance judgments in ways that are difficult to observe.

In the traditional blind walking procedures, participants remain
standing while observing the target object. However, given the
relatively long duration of our study, we opted to have them sit on
the chair to conserve their energy for the walking tasks. Additionally,
the target was suspended in the air. The variations between our
approach and traditional blind walking could make it somewhat
difficult to directly compare our results with those of other studies.

We chose not to include an additional control condition where
the occluder is absent in our study because we believe it would pose
challenges in setting up hypotheses and comparing the results of
this condition with those of other X-ray vision metaphor conditions.
However, future studies could incorporate another experiment that
compares a ’do-nothing’ condition (C condition) with a condition
where the occluder is not present before evaluating the X-ray vision
metaphors. This approach would enable the assessment of the extent
to which the introduction of the occluding structure might impact
the results.



For practical reasons, the interval between the closing of par-
ticipants’ eyes and the onset of the blind walking task was longer
than ideal, and several participants suggested increasing the cur-
tain’s speed. When constructing the movable wall for the study,
we selected a motorized system that would be sufficiently quiet to
avoid intrusive auditory cues, but no technical details regarding the
curtain’s slide time were available at the time of purchase. The
participant feedback suggests a need to more carefully consider the
trade-off between the sliding time and the ensuing noise. These
delays extended the overall duration of task, and some participants
noted that they felt fatigued in the latter stages of the experiment.

Additionally, due to space limitations, the lab space was not
completely empty. Despite clearing the area around the tripod and
ensuring a safe path for participants to traverse, there were objects
presents along the sides of the room that couldn’t be fully obscured
by the wall. One participant disclosed utilizing the room’s physical
objects as references during observation, although the overall impact
of these external reference points is unknown.

The primary motivation behind the design of the invisible mesh
was to address potential distractions arising from the visible grid
mesh structure. Although the quantitative results were inconclusive,
participant feedback suggests that the visible mesh was generally
preferred over its invisible counterpart, at least for the specific im-
plementations tested in this experiment. Comments suggest that
the density of the invisible mesh grid or the dynamic nature of the
invisibility effect may warrant further refinement. In the future,
studies that more deeply investigate the design parameters of the
visible and invisible mesh techniques are needed to answer these
open questions.

7 CONCLUSION

This paper presented a novel X-ray vision metaphor, “invisible mesh,”
and a within-subjects user study that investigated the effects of mul-
tiple techniques on distance estimation in action space using optical-
see-through augmented reality. Although the quantitative depth
judgment results were largely inconclusive, qualitative feedback
from participants provides valuable insights that can enrich current
understanding of AR X-ray vision techniques. Furthermore, the re-
sults indicate that users employ a variety of strategies and often have
conflicting opinions about which visualization techniques are most
helpful. These results suggest the need for multiple types of X-ray
vision metaphors that can be selected based on user preferences, and
grid-based techniques such as visible and invisible mesh are both
viable candidates for future study and refinement.
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